Description of hung OSA problem

The latest docs from both USCD and USCT have     
finally revealed the problem source to be explained later.              
                                                                        
First, I want to point out the fact that the before and after TCPIP     
dumps show that the static VIPA 10.159.5.131 (SVIPA) on USCD did not get
deleted as reflected in the NETSTAT HOME report.  However, the OSA/SF   
report indicates otherwise in that the OAT table entries for the SVIPA  
on both OSALNK1A and OSALNK2A interfaces on USCD for the shared OSAs got
deleted after the FTP batch job was completed on USCT. This is confirmed
by the inspections of the TCPIP interfaces and the ARP information from 
the OSAs in the VTAM component trace records in the before and after    
TCPIP dumps:                                                            
                                                                        
SVCDBEF                                                                 
-------                                                                 
Logical Interface: 00000000_7EFC2450                                    
  Name: VLNKD                   Protocol: VIRTual   State: Active       
  Subnet Mask: 255.255.255.255  Addr: 10.159.5.131  <-- USCD's SVIPA    
  (x0A9F0583)                                                           
                                                                        
14:11:56.949196 Receive IpaMpc Control Record                           
             Set Assist ParmsQuery ARP Cnts - OSALNK2A                  
14:11:56.949320 Receive IpaMpc Control Record                           
             Set Assist ParmsQuery ARP Info - OSALNK2A                  
             +0000  B300041D  00000100  01010004  00377F77  00000000    
             00000001  0A600104  00000201                               
             +0020  000F0007  0000003C  00000000  00000000  00000000    
             00000000  00000000  00000000                               
             +0040  00000000  00000000  01010023  AB5BCC00  0A05F9A1    
             00000000  00000000  00000000                               
             ...                                                        
             +0300  00000000  00000000  01010011  25BE437E  0A9F0583    
             00000000  00000000  00000000                               
                                                            --------    
14:12:15.987518 Receive IpaMpc Control Record                           
             Set Assist ParmsQuery ARP Cnts - OSALNK1A                  
14:12:15.987691 Receive IpaMpc Control Record                           
             Set Assist ParmsQuery ARP Info - OSALNK1A                  
             +0000  B3000429  00000100  01010004  00377F77  00000000    
             00000001  0A600104  00000201                               
             +0020  000F0007  0000003C  00000000  00000000  00000000    
             00000000  00000000  00000000                               
             +0040  00000000  00000000  01010023  AB5BDC00  0A05F981    
             00000000  00000000  00000000                               
             ...                                                        
             +0300  00000000  00000000  01010011  25BE75F7  0A9F0583    
             00000000  00000000  00000000                               
                                                            --------    
SVCDAFT                                                                 
-------                                                                 
Logical Interface: 00000000_7EFC2450                                    
  Name: VLNKD                   Protocol: VIRTual   State: Active       
  Subnet Mask: 255.255.255.255  Addr: 10.159.5.131  <-- Not deleted     
                                                                        
16:13:31.456745 Receive IpaMpc Control Record                           
             Set Assist ParmsQuery ARP Info - OSALNK1A                  
             +0000  B30005AE  00000100  01010004  00377F77  00000000    
             00000001  0A600104  00000201                               
             +0020  000F0007  0000003C  00000000  00000000  00000000    
             00000000  00000000  00000000                               
             +0040  00000000  00000000  01010023  AB5BDC00  0A05F981    
             00000000  00000000  00000000                               
             <** No entry for x0A9F0583 exists **>                      
16:13:31.456845 Receive IpaMpc Control Record                           
             Set Assist ParmsQuery ARP Info - OSALNK1A                  
             +0000  B30005AE  00000100  01010004  00377F77  00000457    
             00000001  02D00104  00000202                               
             +0020  000F0007  00000010  00000000  00000000  00000000    
             00000000  00000000  00000000                               
             +0040  00000000  00000000  01010011  25BE75F7  0A9F0587    
             00000000  00000000  00000000                               
             <** No entry for x0A9F0583 exists **>                      
                                                                        
16:13:43.400900 Receive IpaMpc Control Record                           
             Set Assist ParmsQuery ARP Cnts - OSALNK2A                  
16:13:43.401121 Receive IpaMpc Control Record                           
             Set Assist ParmsQuery ARP Info - OSALNK2A                  
             +0000  B30005D5  00000100  01010004  00377F77  00000000    
             00000001  0A600104  00000201                               
             +0020  000F0007  0000003C  00000000  00000000  00000000    
             00000000  00000000  00000000                               
             +0040  00000000  00000000  01010023  AB5BCC00  0A05F9A1    
             00000000  00000000  00000000                               
             <** No entry for x0A9F0583 exists **>                      
16:13:43.401285 Receive IpaMpc Control Record                           
             Set Assist ParmsQuery ARP Info - OSALNK2A                  
             +0000  B30005D5  00000100  01010004  00377F77  00000457    
             00000001  02D00104  00000202                               
             +0020  000F0007  00000010  00000000  00000000  00000000    
             00000000  00000000  00000000                               
             +0040  00000000  00000000  01010011  25BE437E  0A9FD1F5    
             00000000  00000000  00000000                               
             <** No entry for x0A9F0583 exists **>                      
                                                                        
Here, we see that the OSAs on USCD no longer has the ARP entries for the
SVIPA 10.159.5.131.                                                     
                                                                        
Second, before these control records were received for the queries, the 
TCPIP component trace in USCT shows that TCPIP has sent the SETIP       
commands for the OSA interfaces to override the SVIPA that was owned by 
USCD.  Here's a snippet for OSALNK1A:                                   
                                                                        
USCT VTAM 10010034 16:09:23.399430 Send IpaMpc Control Record           
HASID..0052 PASID..0052 SASID..0052 USER...TCPIP                        
TCB....00000000 MODID..EZBIFIND REG14..1CE90AA4 DUCB...7D00002B         
CID....00000000 PORT...0 CPUA...01                                      
IPADDR. 0.0.0.0                                                         
  ADDR...00000000  00000000_7EFF9068  LEN....000010  Device Name        
  +0000  D6E2C1D3  D5D2F1C1  40404040  40404040                         
  | OSALNK1A                         |                                  
  ADDR...00000000  00000000_194B70FC  LEN....00005C  Outbound IpaMpc    
  Control Record                                                        
  +0000  B10000DA  00000100  01010004  00000000  00000000  0A9F0583     
  FF000000  00000003  | .......................c........ |              
  +0020  00000000  00000000  00000000  00000000  00000000  00000000     
  00000000  00000000  | ................................ |              
  +0040  00000000  00000000  00000000  00000000  00000000  00000000     
  00000000            | ............................     |              
  ADDR...00000000  000001EF_8825E886  LEN....000010  IpaMpc Command     
  +0000  E285A340  C9D7F440  40404040  40404040                         
  | Set IP4                          |                                  
                                                                        
The IpaV1_ip_flags field at offset x'001C' with value of x'0003' tells  
the OSA to override any existing and duplicate OAT table/ARP cache      
entries with this one.  TCPIP only does this for a DVIPA, not a SVIPA,  
as necessary for the DVIPA movements between the TCPIP stacks even on a 
shared OSA.  The TCPIP component trace also reveals that a DVIPA        
10.159.5.131 was created for the FTP batch job before the SETIP command 
was issued:                                                             
                                                                        
 USCT      IOCTL     60030059  16:06:32.411028   posted message to      
 EZBIEOER                                                               
HASID..0052      PASID..0052      SASID..0052      USER...TCPIP         
TCB....00000000  MODID..EZBIESOC  REG14..1D8BD508  DUCB...7B000025      
CID....00000000  PORT...0         CPUA...00                             
IPADDR. 0.0.0.0                                                         
  ADDR...00000000  00000000_7E83CCB0  LEN....00013C  Plilif@            
  +0000  D3C9C640  00000000  00000000  00000000  00000000  00000000     
  00000000  7EF96450  | LIF ........................=9.& |              
  +0020  00000000  7F63F5B0  00000000  7EF96450  00000000  7F63F5B0     
  00000000  00000000  | ....".5.....=9.&....".5......... |              
  +0040  0000C100  00000000  00000000  7E688910  C9C6C3C9  D6C3E3D3     
  D30000A0  00000000  | ..A.........=.i.IFCIOCTLL....... |              
  +0060  10020000  0A9F0583  00000000  00000000  10020000  FFFFFFFF     
  00000000  00000000  | .......c........................ |              
  +0080  00000000  00000000  00000000  00000000  E5C9D7D3  F0C1F9C6     
  F0F5F8F3  40404040  | ................VIPL0A9F0583     |              
                                                                        
Third, after the FTP batch job was completed, the TCPIP stack on USCT   
had issued the DELETEIP command for the DVIPA 10.159.5.131 on both OSAs.
Here's a snippet for the one on OSALNK1A:                               
                                                                        
  USCT      VTAM      10010034  16:06:32.411060   Send IpaMpc Control   
  Record                                                                
HASID..0052      PASID..0052      SASID..0052      USER...TCPIP         
TCB....00000000  MODID..EZBIFIND  REG14..1CE90AA4  DUCB...7B000025      
CID....00000000  PORT...0         CPUA...01                             
IPADDR. 0.0.0.0                                                         
  ADDR...00000000  00000000_7EFF9068  LEN....000010  Device Name        
  +0000  D6E2C1D3  D5D2F1C1  40404040  40404040                         
  | OSALNK1A                         |                                  
  ADDR...00000000  00000000_192F20FC  LEN....00005C  Outbound IpaMpc    
  Control Record                                                        
  +0000  B70000CF  00000100  01010004  00000000  00000000  0A9F0583     
  00000000  00000000  | .......................c........ |              
  +0020  00000000  00000000  00000000  00000000  00000000  00000000     
  00000000  00000000  | ................................ |              
  +0040  00000000  00000000  00000000  00000000  00000000  00000000     
  00000000            | ............................     |              
  ADDR...00000000  000001EF_8822C756  LEN....000010  IpaMpc Command     
  +0000  C4859385  A38540C9  D7F44040  40404040                         
  | Delete IP4                       |                                  
                                                                        
Because of the incorrect specification of the USCD's SVIPA on your FTP  
batch job for USCT, the TCPIP stack on USCT has created a DVIPA. In     
accordance to design for a DVIPA, the TCPIP stack is allowed to override
the corresponding OAT table/ARP cache entries in the OSAs by IP address.
Unfortunately, the OSA does not distinguish between static and dynamic  
VIPAs in its tables.                                                    
                                                                        
Finally, the problem has to do with your VIPARANGE statement for the    
DVIPAs in the TCPIP profile for USCT where the DVIPA subnet is          
overlapping the SVIPA in USCD.  The TCPIP profile from the USCT dump    
shows your definition as follows:                                       
                                                                        
  VIPARange DEFINE MOVEable NONDISRUPTive 255.255.255.192 10.159.5.157  
  <-- subnet 10.159.5.128/26                                            
                                                                        
Your specification of the VIPARANGE statement for 10.159.5.157 with     
26-bit mask (255.255.255.192) results in subnet value of 10.159.5.128   
which overlaps the USCD's SVIPA 10.159.5.131 that is also in that same  
subnet based on that 26-bit mask.  That is, .                           
                                                                        
10.159.5.131 logically ANDed with 255.255.255.192 yields subnet address 
10.159.5.128.                                                           
                                                                        
Note the following statements for the ipv4_addr parameter from our z/OS 
2.2 IP Configuration Reference for the VIPARANGE statement:             
This determines a VIPARANGE subnet value when ANDed with the specified  
address mask. Any dynamic VIPA that is requested by way of IOCTL or by  
implicit BIND to a specific address must match a defined VIPARANGE      
subnet value, after the dynamic VIPA has been logically ANDed with the  
corresponding address mask.                                             
So, the resolution is to do one of the following:                       
                                                                        
1. Restrict your VIPARANGE statements such that the range of DVIPAs does
not overlap the static VIPAs across the LPARs in the sysplex.           
                                                                        
For example, you can increase the subnet mask value to something like   
255.255.255.240. Then your SVIPA 10.159.5.131 will be in the            
10.159.128/28 subnet but the DVIPAs in VIPARANGE with the 10.159.5.157  
address will be in the 10.159.5.144/28 subnet.  Note that you can use   
the 255.255.255.255 host mask for a DVIPA.  So, when you have static    
VIPAs in the same subnet as the DVIPAs from VIPARANGE, then use the host
mask for each DVIPA on a VIPARANGE statement.  For example, assume you  
want to define VIPARANGE DVIPAs from 10.159.5.145 to 10.159.5.158 in    
USCT:  Then code the following VIPARANGE statements:                    
                                                                        
  VIPARANGE DEFINE MOVEABLE NONDISRUPT  255.255.255.255  10.159.5.145   
  VIPARANGE DEFINE MOVEABLE NONDISRUPT  255.255.255.255  10.159.5.146   
  <repeat for the remaining DVIPAs up to .158>                          
                                                                        
2. Configure your static VIPAs not to be in the same subnet as the      
DVIPAs across the LPARs in the sysplex.                                 
                                                                        
After implementing the changes, your FTP batch job with an incorrectly  
specified source IP address for a SVIPA will fail when the SVIPA is not 
in the VIPARANGE statements of the DVIPAs and the overrides of the      
corresponding OAT table/ARP cache entries in a shared OSA for the SVIPAs
that are owned by other LPARs will not occur.                           
                                                                        
[bookmark: _GoBack]Suggested fixes
1) While the described behavior is working as designed the results are 
       undesirable. We would like to see design/code enhancements to detect  
       the duplicates between SVIPAs and DVIPAs in a shared OSA such    
       that the OAT table/ARP cache entries for SVIPAs are not overridden by   
       the DVIPAs having duplicate IP addresses. 


							
2) I do not see this as an operator or programmer error on the users part.
      The user has no clue as to what the software code is doing. If a 
      configuration profile statement somehow has a syntax issue or is
      in conflict with other configurations/statements then it should,
      ideally, be flagged accordingly. If there is no error flagged then
      it is not an operator/programmer error. I feel it is one thing if
      a user codes a configuration that does not work as expected (we
      have all done that). 
      It is another thing when a configuration, with no flagged    
      conditions, may be a problem waiting in the wings to result in a 
      system outage. I would believe that if IBM does not want to change
      how the coding currently handles the logic of static and dynamic
      IP flow then they need to look at flagging an error in the
      configuration definitions made by the user.                                         
 
  



					

	




