Request

Our zVM environment uses VSWITCH with a hipersocket bridge and OSA to use a single network that spans CECs. In z/VM 720 the maximum is four LPARs  per CEC that can connect to the hipersocket bridge. At DND each CEC has between eight to twelve zVM LPARs. This means that the fifth and higher LPARs cannot use the hipersocket and will revert to using the OSA intra CEC and inter CEC.

The OSAs on a hipersocket bridge VSWITCH are intended to connect between CECs so the same network range can span multiple CECs. Intra CEC network traffic is intended for the hipersocket. We would like to see the maximum  of four expanded to sixteen LPARs per CEC connecting to a hipersocket bridge.

Given that a VSWITCH on to each LPAR is using a VSWITCH defined as hiperbridge with OSAs on 800 and 900 with hipersocket on C40.

Today with a maximum of four LPARs able to use the hipersocket on a hipersocket bridge VSWITCH:
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The requested change would look like this:
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